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A. Cruise narrative 

A.1. Highlights 

A.1.a. WOCE designation

P10 

A.1.b. Expedition designation

3250TN026/1 

A.1.c. Chief scientist

Chief Scientist: Melinda Hall

Woods Hole Oceanographic Institute

Woods Hole MA 02543 USA

Phone: 508-289-2599

Fax: 508-457-2181

e-mail: mindy@latour.whoi.edu

Co-Chief Scientist: Terrence Joyce 

Woods Hole oceanographic Institute 

Woods Hole, MA 02543 

Phone: 508-289-2530 

Fax: 508-457-2181 

e-mail: tjoyce@whoi.edu 

A.1.d. Ship

R/V Thomas G. Thompson 

A.1.e. Ports of call

Suva, Fiji to Yokohama, Japan 

A.1.f. Cruise dates

5 October 1993 - 10 November 1993 

A.2. Cruise Summary Information 

A.2.a. Geographic boundaries

40N 142E150E 10S A trackline is shown in Figure 1. 

A.2.b. Stations occupied

The objective of this cruise was to occupy a hydrographic 

section nominally along 149 E from Papua, New Guinea to shelf of 

Japan near Yokohama as part of the onetime WHP survey of the 

Pacific Ocean. A CTD with a 36 place, 10 liter rosette was used 

on a total of 94 small volume stations with water sampling for 

salinity, oxygen, nutrients, CFCs, tritium/helium-3, alkalinity, 

TCO2, and radioncarbon. The station spacing ranged from 5 to 40 

nautical miles and most lowerings were made to within 10 meters 

of the bottom. A lowered ADCP (LADCP) was attached to the 

rosette on 53 of the stations. At 7 stations, additional casts 

were made for large volume sampling of radioncarbon in the deep 

and mid-depth waters. These large volume casts were usually made 

with nine, 250 liter Gerard Barrels. Underway measurements along 

the cruise included pCO2, ADCP, digital echo-sounding, 

thermosalinograph, and meteorology. 

The bottle sampling scheme is shown in Figure 2. 

A.2.c. Floats and drifters deployed

Twelve ALACE floats were deployed along the cruise track to the

south of 20 N.

A.2.d. Moorings deployed or recovered

None 

A.3. List of Principal Investigators 

The principal investigators for all measurements are given in Table 1. 

A.4. Scientific Programme and Methods 

The P10 cruise was the third in a series of three WHP onetime 

cruises aboard the Thompson in 1993 following P17N and P14N. 

The ship departed Suva, Fiji, on 29 September and steamed 

westwards towards the northern coastline of Papua, New Guinea, 

where the section began at the 200m isobath. During the 7 day 

deadhead, we carried out three test stations (not included in 

the station numbering scheme) to shake down equipment and water 

sampling methodology. The station track, designed in early 

planning documents for 145 E, was shifted eastward in an effort 

to depart the New Guinea coastline perpendicular to the 

bathymetry, then skirt the Mariana Ridge and Trough to the east, 

thus making the whole section in the East Mariana Basin, rather 

than in both that basin and the Philippine Basin further west. 

Where bottom depths changed rapidly (near the coast and passing 

the Caroline Seamounts around 6-8 N) station spacing was 

dictated by topographic changes; within 3 degrees of the 

equator, spacing was every 15 minutes of latitude along the ship 

track (nominally 15 nm, but slightly more due to the track 

angle), stretching to 30 nm up to 10.5 N, then 40 nm from there 

to station 73 at 28.5 N. At that point we began our dogleg 

towards the Japan coast in order to cross the Kuroshio at an 

approximately right angle. ADCP results indicated that this 

crossing was indeed close to right angles. Over the northern 

dogleg, station spacing gradually decreased to resolve the 

strong front of the Kuroshio and ultimately, to accommodate 

rapid topographic changes near the coast. Stations generally 

went to within 10 m of the bottom except over the Japan Trench 

and a few other stations where bottom depths exceed 6000 dbar. 

No stations were lost due to weather and the ship arrived on 

schedule in Yokohama on 10 November. 

A.5. Major Problems and Goals Not Achieved 

On station 65, on 31 October, we were retrieving the 

intermediate Large Volume cast and had taken 2 Gerard bottles 

off of the wire when the winch failed to stop and the third 

bottle was 2-blocked, breaking the wire and causing the 

remaining 7 bottles to be lost. Fortunately, no one was injured, 

but the loss reduced the ability to carry out LVS sampling and 

the final LVS stations was designed to use small volume 

radiocarbon measurements for the intermediate cast. Another 

problem was encountered with the salinity measurements causing 

unacceptably large sample to sample 'noise'. Various causes were 

examined including changing Autosals, changing Autosal location 

until the problem was finally isolated: the 120 ml flint glass 

WHOI sample bottles were replaced with 200 ml Scripps Kimax 

bottles commencing with station 59 and a dramatic improvement 

was seen. The WHOI bottles, over 5 years old, were found to have 

flakes of an insoluble substance that appeared to come from the 

inside surface. 

A.6. Other Incidents of Note 

A.7. List of Cruise Participants 

Cruise participants and their responsibilities are listed in Table 2. 

B. Underway Measurements 

B.1. Navigation and bathymetry (David Torres) 

A digital bathymetric system (Bathy 2000,Ocean Data Equipment 

Corporation) with a 3.5 kHz pinger was operated for the entire 

cruise and successfully logged bathymetric data while underway 

at one minute intervals onto an underway Data Acquisition System 

(DAS). 

B.2. Acoustic Doppler Current Profiler (ADCP) (T. Joyce, P. Hacker & E.

Firing) 

Direct velocity measurements were made along the cruise track 

with a hull-mounted and a lowered ADCP, both from RDI. The 

former was a 150 kHz system which profiled at 8 meter vertical 

resolution and vector-averaged the 1 second ping data onto a 5 

minute time series with a vertical range of sampling from 20 to 

350 m depth, approximately. The measurement system included a 

single GPS receiver and an Ashtech 3DF receiver, which measured 

position as well as ship's heading, pitch and roll once per 

second. The Ashtech heading was used to correct for systematic 

and other errors in the Sperry MK-37 gyros. Data from the 

ADCP/Ashtech system were logged on a separate data stream from 

the shipboard DAS (Data Acquisition System). 

The lowered ADCP (LADCP) was a 300 kHz, RDI system which was 

mounted on the rosette frame an used for full-depth velocity 

profiling. It was used primarily in the equatorial band (45 

stations from 4 S to 10.5 N) and for 13 stations across the 

Kuroshio, where strong, deep currents were expected. 

B.3. Thermosalinograph and underway dissolved gasses 

A SeaBird thermosalinograph was employed using 

an uncontaminated seawater system on the vessel. Data are 

available at one minute intervals on the DAS. 

B.4. Expendable bathythermograph and salinity measurements 

B.5. Meteorological observations (Daniel Torres) 

Meteorological data (wind speed, direction) from masthead 

sensors and temperature, conductivity and salinity 

from a SeaBird thermosalinograph were logged onto DAS.

While these and other navigation measurements (from a Magnavox 

1107 and Trimble 10X GPS sets) were updated at approximately 2 second

intervals, only one minute sub-samples (unaveraged) were stored on the DAS.

The meteorological data which was merged into the DAS data 

stream came from a suite of instruments assembled by Alden 

Electronics. Below is a list of those instruments along with the 

manufacturer: 

Wind speed and direction : R. M. Young Anemometer 

Air temperature : R. M. Young Temperature Sensor 

Humidity : Rotronic Humidity Sensor 

Barometric Pressure : Air Intellisensor Digital Barometer 

Precipitation : R. M. Young Precipitation Gauge 

Short wave radiation : Eppley PIR Geometer 

Long wave radiation : Eppley Pyranometer PSP 

The following table lists the underway measurements available on 

the DAS: 

Value 1 = GMT Date (nav_date) 

Value 2 = GMT Time (nav_time) 

Value 3 = DR time (magnavox_dr_time) 

Value 4 = Latitude (nav_latitude) 

Value 5 = Longitude (nav_longitude) 

Value 6 = Status (magnavox_status) 

Value 7 = Speed Log (knots) (nav_speed_log) 

Value 8 = SOG (knots) (nav_sog) 

Value 9 = HDOP (magnavox_hdop) 

Value 10 = Gyro Heading (deg. T) (nav_gyro_heading) 

Value 11 = COG (deg. T) (nav_cog) 

Value 12 = Satellites (magnavox_satellites) 

Value 13 = Sea Temp. (deg. C) (seabird_temperature_int) 

Value 14 = Conductivity (S/m) (seabird_conductivity) 

Value 15 = Salinity (PSU) (seabird_salinity) 

Value 16 = Water Depth (meters) (water_depth) 

Value 17 = Wire Out (meters) (wire_out) 

Value 18 = Wind (m/s)(deg. R) (imet_wind_spd_dir) 

Value 19 = Air Temp. (deg. C) (imet_air_temperature) 

Value 20 = Humidity (percent) (imet_humidity) 

Value 21 = Barometer (millibars) (imet_barometric_pressure) 

Value 22 = Precip. (mm/m/h)(tot) (imet_precipitation) 

Value 23 = SW Rad. (watts/m^2) (imet_sw_radiation) 

Value 24 = LW Rad. (watts/m^2) (imet_lw_radiation) 

C. Hydrographic Measurements 

C.1. Summary of Cruise 

C.1.a Major Difficulties 

The only major difficulty affecting CTD operations was the loss 

of 46 endcaps on the 10-liter bottles, due to stress-induced 

fractures of the PVC endcap material, and to lanyard failures. 

This led to a major diversion of technician time to reinstall 

endcaps and identify failures, and to numerous lost samples, 

with lost endcaps and springs. The design of the endcap was 

changed immediately by Scripps, and implemented on the following 

cruise with excellent results. 

C.1.b Equipment Configuration 

Two WHOI-modified EG&G Mk-III CTDs were provided for the cruise, 

although only one was used throughout the entire cruise (CTD 

#10). It is provided with an optional oxygen current and 

temperature channel, and has been modified at WHOI to install a 

thermally-isolated titanium pressure transducer, with a separately digitized

pressure temperature channel (Toole et. al., 1993). 

The CTDs both had a digital input for an external serial device. 

The cruise used two Falmouth Scientific (FSI) Ocean Temperature 

Modules (OTM) to provide separate and redundant platinum 

temperature data for assuring calibration stability. They were 

interchanged several times during the cruise to build up 

historical information. One FSI Ocean Conductivity Module 

(OCM), providing a redundant conductivity reading from an 

inductive conductivity cell, was also used on this channel. 

Temperature and pressure calibrations were made at WHOI prior to 

and following the cruise. 

The CTD was provided with one platinum temperature probe, with 

an estimated lag of 250 msec, and a 3 cm conductivity cell. The 

temperature lag was checked by comparing density reversals in 

theta salinity (TS) plots (Giles and McDonald, 1986). It was 

found that 250 ms showed the least amount of looping or density 

reversals. 

The oxygen sensor was installed at the beginning of the cruise, 

and changed out as called for. The OTM provided a 400 msec 

platinum temperature reading at 25 Hz to the CTD. The OCM 

provided the redundant conductivity reading at 4 Hz, and the CTD 

sampled the sensor suite at 25 Hz. 

Two identical rosette frames were provided by Scripps. Each 

consisted of 36 10-liter custom-designed bottles released by a 

General Oceanics (GO) model 1016 36-position pylon. The bottles 

had been produced at SIO based on a design from PMEL. Inside 

the frame were mounted the CTD, a Lowered Acoustic Doppler 

Current Profiler (LADCP) provided by University of Hawaii and a 

10-kHz pinger. 

The 1016 pylon was controlled by a GO 1016-SCI Surface Control 

Interface (SCI), providing power and commands down the cable, 

and received status data back. The SCI was controlled through a 

dedicated personal computer. 

The CTD was left powered on at all times, except when 

disconnected due to cable changeout or retermination. In no 

event was the CTD warmed up less than 30 minutes. The CTD was 

kept out of the sun to avoid overheating of the case. 

The CTD data was acquired by an EG&G Mk-III deckunit providing 

demodulated data to two personal computers running EG&G version 

3.0 CTD acquisition software (EG&G, Oceansoft acquisition 

manual, 1990), one providing graphical data to screen and 

plotter, and the other a running listing output. Bottom 

approach was controlled by following the pinger direct and 

bottom return signals on the ship-provided PDR trace. 

After each station, the CTD data was forwarded to another set of 

personal computers running both EG&G CTD post-processing 

software and custom-built software from WHOI (Millard and Yang, 

1993). The data were first-differenced, lag corrected, pressure 

sorted and centered into 2 decibar bins for final data quality 

control and analysis, including fitting to water sample salinity 

and oxygen results. This data was then forwarded to the PI for 

analysis daily, to compare to historical and water sample data. 

C.2. Water Sample Salinity and Oxygen Measurements (George Knapp) 

A complete description of the water sample dissolved oxygen and 

salinity measurement techniques used during this cruise is 

presented by Knapp et al. (1990). As described in this report, 

samples were collected for the analysis of dissolved oxygen and 

salinity from each of the 36 ten-liter bottles tripped on the 

upcast of each CTD station, in accordance with the 

recommendations of the WOCE Hydrographic Office. The vertical 

distribution of these samples was a compromise between the need 

to obtain deep samples for the calibration of the CTD 

conductivity and oxygen sensors and the requirement to define 

the characteristics of the water masses by the distributions of 

the various measured parameters. 

C.2.a Salinity Analysis 

Considerable problems with the water sample salinities were 

encountered during the first half of this cruise. Because the 

first 16 stations were in shallow water where there was a lot of 

variability in the salinity, these problems were not readily 

apparent. As we progressed into deeper water they became more 

visible. There was an abnormally large scatter in the deep 

salinities, resulting in many samples being flagged as 

questionable or bad. Problems with the salinometers included 

radio interference, an unclean source of ship's power, and 

several instances of operator error. These problems were 

gradually sorted out and rectified. By far, however, the 

largest source of this large scatter in the salinities came from 

the bottles that were used to collect the salinity samples. The 

bottles were 120 ml Boston Round, flint glass bottles with screw 

caps equipped with Poly-Seal cones to prevent leakage and 

evaporation. Most of the bottles were at least 5 years old, and 

had been stored continuously with small amounts of salt water in 

them. Close examination of them revealed flakes of an insoluble 

substance that appeared to be coming from the inside surface. 

It is now believed these particles were the main cause of the 

majority of the bad salinities from approximately the first 58 

stations. Commencing with station 59, salinities were collected 

in 200 ml square Kimax bottles owned by SIO, with polyethylene 

caps and inserts, and a dramatic improvement was seen. 

IAPSO Standard Water Batch P-114 was used through station 12. 

Commencing with station 13, batch P-120 was used for the 

remainder of the cruise. At the time it was noted that the 

standby number of the Autosal shifted by +.0015 equivalent 

salinity units. Post-cruise comparisons of the salinities 

measured during this cruise with historical measurements suggest 

that the measured salinities from the later stations were 

erroneously high. Comparisons of batch P-120 with batches 

P-118, P-123 and P-124, made during the summer of 1995 confirm 

that P-120 is approximately .0015 fresher than stated on its 

label. Thus, it was decided to subtract .0015 from all salinity 

measurements commencing with station 13, effectively referencing 

all salinities to Batch P-114. 

Because of the multiple problems with salinity during the first 

55 stations, estimated accuracy is 0.005 psu. Subsequent 

salinity data has an estimated accuracy of 0.002 psu. 

C.2.b. Dissolved Oxygen Analysis 

No problems were encountered with the analysis of dissolved 

oxygen. Estimated accuracy is 0.02 ml/l. The majority of the 

data flagged as questionable or bad was due to sampling error on 

deck. 

C.3. Water Sample Nutrient Measurements (Joe Jennings) 

C.3.a. Analysts, Equipment and Techniques 

Nutrient analysts on P10 were Maria Consuelo Carbonell-Moore and 

Joe C. Jennings, Jr. from L. I. Gordon's analytical group at 

Oregon State University. The continuous flow analyzer used was 

an Alpkem Rapid Flow Analyzer (RFA), model 300. A Keithley data 

acquisition system was used in parallel with analog stripchart recorders to

acquire the absorbance data. The software used to process the nutrient data 

was developed at OSU. All of the reagent and standard materials 

were provided by OSU. The methods are described in Anonymous 

(1985) and in Gordon et. al. (a and b.)

C.3.b. Sampling Procedures 

Nutrient samples were drawn from all CTD/rosette casts at 

stations 1 through 94 and at several test stations which 

preceded station 1. High density polyethylene (HDPE) bottles of 

approximately 30 ml volume were used as sample containers, and 

these same bottles were positioned directly in the autosampler 

tray. These bottles were routinely rinsed at least 3 times with 

one third to one half of their volume of sample before filling, 

and were thoroughly cleaned with 10 % HCl every two or three 

days. 

The nutrient samples were drawn following those for gases: 

helium, tritium, dissolved oxygen and carbon dioxide. In some 

instances, the nutrient sampling procedure was not completed for 

almost 2 hours after the CTD arrived on deck. At most stations, 

the RFA was started before sampling was completed to reduce the 

delay and minimize possible changes in nutrient concentration 

due to biological processes. Analyses were typically completed 

within three to four hours of the end 

of the CTD/rosette casts except at Stns 21 and 24 where 

analytical problems resulted in a delay of about 5 hours. 

C.3.c. Calibration and Standardization 

The volumetric flasks and pipettes used to prepare standards 

were gravimetrically calibrated both prior to and after the 

cruise. The Eppendorf Maxipettor adjustable pipettes used to 

prepare mixed standards typically have a standard deviation of 

less than 0.002 ml on repeated deliveries of 10 ml volumes. 

High concentration mixed standards containing nitrate, 

phosphate, and silicic acid were prepared at intervals of 4 to 7 

days and kept refrigerated in HDPE bottles. During the 

"deadhead" steam at the beginning of the cruise, duplicate high 

concentration standards were prepared for each nutrient and 

compared to ensure that both gave the same response. For almost 

every station, a fresh "working standard" was prepared by 

precise dilution of 20 ml of the high concentration mixed 

standard with low nutrient seawater. This working standard has 

nutrient concentrations which are 75 - 85% of those found in 

Deep and Bottom waters. A separate nitrite 

standard solution was also added to these working standards. 

Corrections for the actual volumes of the flasks and pipettes 

were included in the preliminary data. 

The WOCE Operations Manual calls for nutrient concentrations to 

be reported in units of micromoles per kilogram (uM/kg). 

Because the salinity information required to compute density is 

not usually available at the time of initial computation of the 

nutrient concentrations, our concentrations are always 

originally computed and reported as micromoles per liter. This 

unit conversion will be made using the corrected salinity data 

when it is available. 

C.3.d. Equipment and Analytical Problems 

There were no major problems with equipment. One failure of a 

power supply module was resolved quickly by replacement with a 

spare module. 

C.3.e. Measurement of Precision and Bias 

A. Short Term Precision and Bias 

Throughout the cruise, replicate samples drawn in different 

sample bottles from the same Niskin bottle were analyzed to 

assess the precision of the RFA analyses. These replicate 

samples were analyzed as adjacent samples (one after the other) 

at the beginning and again at the end of each sample runs to 

help monitor deterioration in the samples or uncompensated 

instrumental drift. Our estimates of short term precision based 

on these replicate analyses are given below. The 

values given are the absolute mean differences between replicate 

pairs from the beginning to the end of each sample run. (Units 

are reported in micromoles per liter and as percentages of 

typical deep water concentrations.) 

Phosphate: 0.022 (<1.0%) 

Nitrate + Nitrite : 0.09 (<0.3%) 

Silicic acid: 0.3 (<0.3%) 

Nitrite: 0.02 (<2.0%) 

B. Longer Term Precision: 

On most of the sample runs during P10, an "old" working standard 

from the previous station was run with the "new" working 

standard which had been freshly prepared. The "old" standards 

were kept refrigerated in plastic bottles. The average age of 

the "old" standards when reanalyzed was eight hours. 

We calculated the difference in absorbance (peak height) between 

the new standards and the old standard which were run 

immediately after them. These differences, with regard to sign, 

were tabulated and analyzed statistically. The results were 

converted to concentration units by multiplying the difference 

by the mean sensitivity factor for each nutrient and are shown 

on the table below. Based on these statistics, it does not 

appear that significant degradation of the working standards 

occurred in the 3 to 8 hour time frame between stations. 

Differences between working standards at adjacent stations. 

Differences are expressed as "new" standard minus "old", and are 

given in concentration units (uM/l). The number of comparisons 

used for these statistics was 87. 

Phosphate NitrateSilicic acid Nitrite Mean, (uM/l) wrt sign: -0.008 -0.013 -0.09

-0.013 RMS dev : 0.0090.095 0.30 0.032 

C.3.f. Comparison with other data 

We made comparisons of the P10 nutrient data with data from 

several other cruises. Where possible, groups of several 

stations were selected where cruise tracks crossed or were 

parallel and the nutrients were then plotted against potential 

temperature (theta). The data we used came from the 1973-1974 

GEOSECS cruise, the 1985 WEPOCS I cruise, and the 1989 WOCE 

section along 10 N. The nutrient data from these cruises was 

collected either with the Technicon AutoAnalyzer II (GEOSECS and 

WEPOCS) or the Alpkem RFA 300 (10 N and P10). 

A. Nitrate 

The deep and bottom water P10 nitrate concentrations tend to be 

somewhat lower than the historical data we used for this 

comparison. The difference is about 0.3 uM between the deepest 

P10 and WEPOCS I samples, 0.5 uM between the P10 and both the 

10N and 24N data, and as much as 1.0 - 1.5 uM at the nutrient maximum (ca. 2300

db) 

between the P10 nitrates and GEOSECS stn 224. Below about 3500 

db, the GEOSECS nitrates are only 0.5 to 0.75 uM higher than the 

P10 data. There is more overlap of the P10 nitrate/theta 

envelopes with all of the historic data in the upper water column.

Relative to the deep water concentrations, the agreement between cruises is

within 1 - 2 % except at the nutrient maximum in the GEOSECS stn, where 

the difference is as much as 3.5 %. 

B. Phosphate 

The deep phosphate/theta envelopes of the P10 data overlap with 

those of the WEPOCS I, 10N and 24N cruises. GEOSECS stn 224 

plots mostly within the P10 envelope with the deepest GEOSECS 

samples about 0.03 uM lower than the P10 data. The 24N data 

envelope tends to be on the lower side of the P10 envelope, but 

they do overlap. Above about 1.5 C, the 10N phosphate data are 

somewhat higher (0.02 - 0.07 uM) than the P10 data. As a 

percentage of deep water concentrations, these cruises agree 

within 1 - 2 %. 

C. Silicic acid (silicate) 

The pattern here is similar to that with nitrate; good agreement 

with the WEPOCS data and overlapping, but slightly lower silicic 

acid/theta envelopes than the other reference cruises. In the 

deep and bottom waters, the P10 data is within 1.0 uM of the all 

of the other cruises. At the silicic acid maximum (2300 db), the 

GEOSECS data is higher by ca. 4 uM while the 10N and 24N cruise 

data is 1 - 2 uM higher than the maximum concentrations 

determined on P10. The agreement is within < 1 % in the bottom 

water and 1 - 3 % at the silicic acid maxima. 

C.3.g. Nutrient QC Notes: P10 Cruise 

A first pass QC check on the nutrient data was carried out 

during the P10 cruise, primarily by comparing vertical profiles 

and nutrient/theta relationships. During the post-cruise 

quality control phase, all nutrient data were rechecked using 

log notes and the analog stripchart recordings made at sea and 

by examining parameter/parameter plots for outliers. Any 

correctable errors have been identified and corrected as 

appropriate, and the data quality flags have been edited to 

conform to the definitions in the WOCE Operations Manual (WOCE Report No. 

67/91). A detailed list of flagged data is given in Appendix A 

for all Rosette (ROS) casts on the cruise. 

C.4. CTD Data (Laura Geoepfert) 

C.4.a. Summary of Laboratory Calibrations 

C.4.a.1. Pressure Calibrations 

Method/Calibration Standards 

The pressure transducer of CTD10 was calibrated in a 

temperature controlled bath to the WHOI Ruska dead weight tester 

(DWT) as described by Millard and Yang (1993). The pre-cruise 

calibration was completed on September 21, 1993 and consisted of 

pressure calibrations at two temperatures, the ice point, and 

room temperature. The post-cruise pressure calibration was 

completed on February 13, 1994 and consisted of three 

temperatures; 1.36 C, 14.96 C, and 29.7 C. 

BIASSLOPE QUADRATIC pre-cruise ice -.555377E+010.100175E+00 -.142270E-08 room

-.441239E+01 0.100146E+00 -.150717E-08 post-cruise1.36 C -.447623E+01

0.100137E+00 -.110389E-08 14.96 C -.453082E+01 0.100139E+00 -.128877E-08 29.70 C

-.402724E+01 0.100112E+00 -.112505E-08 

Using the post-cruise pressure calibrations, new pressure 

temperature terms were computed. These terms were used to 

correct both the static and the dynamic response of the pressure 

transducer to temperature changes (Toole, 1994). 

PRESSURE TEMPERATURE CTD10 S1 S2 T0 BIAS SLOPE -1.533E-6 .5112E-1 1.36 36.19

-9.0792E-3 

C.4.a.2 Temperature Calibrations 

Method/Calibration Standards 

The pre-cruise temperature calibration was completed on 

September 21, 1993, and the post-cruise was finished February 

23, 1994. 

The pre-cruise calibration was done using the ITS-68 temperature 

scale whereas the post-cruise calibration used the ITS-90 

temperature scale. To convert the temperatures to ITS68 scale 

for use in the determination of salinity the following formula 

was used (NIST,1990): 

ITS68 = x +(2.21667E-04 * x) + (5.95238E-07 * x^2). 

BIAS SLOPE QUADRATIC pre-cruise .858035E-02 .499729E-03 .389166E-11 post-cruise 

.684949e-02 .499742e-03 .434164E-11 

A shift between the pre and post-cruise temperature calibration 

for CTD10 was noted. The shift showed an offset of .002 deg. C 

at 0 deg. C, .001 C at 15 C, and 0 at 25 C. CTD10 temperature 

measurements during the cruise was compared with an Ocean 

Temperature Module's (OTM) temperature and the difference between the two

remained 

constant. A shift, therefore, did not occur during the cruise. 

The OTM used on the cruise was compared with the pre and 

post-temperature calibrations for a couple of deep stations. It 

was found that the pre-cruise temperature calibration for CTD 10 

most closely matched the temperature readings of the OTM. 

Therefore, the pre-cruise temperature calibration was used to 

scale the data. 

C.4.a.3 Conductivity Calibrations 

Method/Calibration Standards 

Only a pre-cruise conductivity calibration was performed. 

Bottled salinities were drawn during the temperature 

calibration, five samples at each temperature. These values 

were then converted to conductivity and compared to the values 

read by the CTD at the different temperatures (Millard and Yang, 

1993). 

BIAS SLOPE pre-cruise .624569E-02 .100627E-02 

In the final processing of the data gathered, the pre-cruise ice 

point pressure and the pre-cruise temperature scaling factors 

were employed with the post-cruise pressure temperature scaling 

factors. 

C.4.b. Summary of at Sea Calibrations 

The pressure bias of CTD10 at the sea surface, was recorded at 

the beginning of each station. The pressure bias was found by 

averaging fifteen scans before the package entered the water 

and subtracting this from the pressure bias term in each 

station's calibration file. 

C.4.b.1. Conductivity Calibrations 

Basic fitting procedure 

The CTD conductivity sensor data was fit to the water sample 

conductivity as described in Millard and Yang 1993. The cruise 

was fit as one large group, and divided into sections where 

there was a noticeable shift in the sensor. These groups were 

fit for both slope and bias. Due to problems in water sample 

conductivity measurements as described earlier in this report, 

any questionable water sample conductivities were excluded from 

the fit. Furthermore, the edit factor 

for the determination of good bottles was changed from 2.8 to 

2.5. 

Closer inspection of the CTD-Water Sample (ws) conductivity data 

revealed a shape in the deep water residuals. The deep water 

residuals showed an offset of .001. This appeared to be a 

pressure dependent shape. Alteration of Beta, the coefficient of 

thermal expansion of the conductivity cell, from 1.5E-08 to 

.75E-08 brought the at depth residuals to zero. 

However, an offset in the surface of the CTD- WS residual plot 

at approximately 500 db of .002 remained. A correction was 

applied to the raw CTD conductivity. The correction applied was: 

C=Cold+.002 *exp [-(C-37.5 ^2/b], 

where b= 6 when C>37.5 and b=3 when C<37.5 (Toole, 1994). 

After these corrections had been applied, the stations were 

re-fit to the raw water sample conductivity. Conductivity fits 

applied to the final CTD data are tabulated in Appendix B. 

As stated earlier, it was found that salinities starting with 

station 13 were .0015 higher than those observed in the 

historical data. It was determined that a correction of -.0015 

be added to both the CTD and the water sample salts. This was 

done to both the *.CTD files and the *.SEA files. 

C.4.b.2 Oxygen Calibrations 

Basic Fitting procedure 

The CTD oxygen sensor variables were fit to water sample oxygen 

data to determine the six parameters of the oxygen algorithm 

(Millard and Yang, 1993). As with conductivity, the entire 

cruise was fit as one group and then divided into sections where 

shifts in the behavior of the sensor were noted. The edit factor 

was changed from 2.8 to 2.5 for valid data. The oxygen data 

appeared to fit better and easier when the edit factor was 

lowered. 

C.4.c. Quality Control of 2db CTD Data and Sea Files 

C.4.c.1. Qualifications for Marking Conductivity data Surfaces 

Qualifications for marking conductivity data Surface 

spikes in Salinity that appeared in the first and second 

decibars of the stations were not uncommon. These spikes, which 

were probably caused by pressure averaging conductivity data 

prior to the package entering the water, were marked as 

questionable. 

Several spikes were found in the CTD files, and were removed by 

interpolating between the pressure bins. The quality word was 

changed to six to reflect the interpolation. The stations where 

this occurred and the bins which were interpolated are shown in 

the table below 

station start bin end bin 

13 2275 db 2289 db 35 2167 db 2191 db 90 1171 db 1175 db 

In the SEA files the CTD salinity values were subtracted from 

the water sample salinity and the differences were compared to 

an edit factor. The edit criteria used from 0 db to 1000 db was 

.01 psu, and 1000 db to 7000 db, was .005 psu. If surface 

bottles exceeded the edit criteria they were accepted as good. 

Variability in surface salinity is expected since the vessel 

tends to drift during the CTD cast. However, if the CTD salinity 

was in the salinity spike of the 2db averaged file than 

it was marked as questionable. 

C.4.c.2 Qualifications for Marking Oxygen data 

As the package approaches the sea floor the descent rate slows, 

thus affecting the flow rate of sea water passed the oxygen 

sensor. This slowing of the package results in a 'tail' in the 

2 db averaged oxygen values. Therefore, in stations where the 

'tail' is present the oxygen values in the pressure bins at the 

bottom of the cast have been marked as questionable. 

In the SEA file, the CTD oxygens were subtracted from the water 

sample oxygen, and the difference was compared to an edit 

factor. The edit criteria for 0 db to 1000 db was .50 ml/l and 

from 1000 db to 7000 db was .05 ml/l. If the difference exceeded 

the criteria the sample was looked at more closely to see which 

was less questionable. If the surface bottles were off by more 

than .5 ml/l they were usually accepted as good. 

Due to the merging of the down-trace CTD oxygens with the 

up-trace water bottle sample, the edit criteria was often 

exceeded. This can most often be found in high transition zones 

where owing to both horizontal variability and large time 

intervals the difference between the two oxygen values can be 

large (Owens and Millard, 1985). Therefore, in areas of high 

transition both values were accepted as good. In the deeper 

water if both the CTD and water sample exceeded the edit 

criteria and there exists a high transition zone in either 

temperature or oxygen content then both were considered good if 

they fell on the 2 db averaged down CTD trace. 

C.5.CFCs (Steve Covey and Karl Newyear) 

Our goal was to measure the distribution of theta 

chlorofluorocarbons, CFC-11 and CFC-12, as part of the P10 

onetime section. Full water column profiles and surface marine 

air samples were analyzed with an electron capture gas 

chromatography system similar to one described by Bullister and 

Weiss (1988). In total, 1272 water and 73 air samples were 

taken. based on 70 pairs of replicate water samples, we estimate 

our precision to be approximately 2% and 3% of the CFC-12 and 

CFC-11 concentration, respectively. 

Our sampling strategy was guided by expected freon presence time 

constraints. Due to their relatively recent introduction to the 

natural environment, CFC-11 and CFC-12 are not expected to be 

found (nor were they) at depths greater than about 1800 m on the 

section. However, the deepest Niskin bottle was always sampled 

in order to detect any topographically-trapped circulation 

features. Additionally, we were limited in time because each 

sample took 11 minutes to be fully analyzed. In order to sample 

each station and run the required standards and blanks limited 

the number of water samples per cast to about 18-21. 

The first 21 stations were compromised in sampling integrity due 

to extremely high contamination levels of the Niskin bottles, 

which had been stored in the after hold the month prior to the 

cruise. The contaminated bottles were replaced with white PVC 

bottles at station 22. During the remainder of the cruise, the 

contaminated Niskins were re-introduced into the sampling order 

in an attempt to assess the blank of each bottle and estimate a 

time dependent curve of their desorption of CFC-11 from the PVC 

material of the bottles. 

C.6.Tritium/Helium-3 (Scott Birdwhistell) 

A total of 32 stations were sampled for tritium and helium on 

the cruise. Stations were selected to elucidate the boundary 

current on the north side of New Guinea, the equatorial zone, 

the Kuroshio and the large scale general circulation of the 

western Pacific. Normally 16 helium and tritium samples were 

taken on each of the stations resulting in approximately 480 

water samples for each variable, mainly in the upper and 

mid-depth parts of the water column. In addition, two stations 

were sampled for deep heliums. These 32 samples will be used in 

conjunction with other WOCE deep helium stations, to describe 

aspects of the abyssal circulation. 

C.7.CO2 (Chris Sabine, Rich Rotter and Art Dorety) 

The Princeton Ocean Tracer Laboratory (OTL) group participated 

in P10 as part of the department of Energy (DOE) global survey 

of carbon dioxide in the oceans. On the cruise approximately 

1100 samples from 35 stations were collected and analyzed for 

total carbon dioxide (TCO2) using standard coulometric 

techniques. An equivalent number of samples were collected for 

alkalinity titration, of which 80 % were analyzed on board the 

ship using an automated, closed cell, potentiometric system. The 

remaining 220 samples will be returned for analysis ashore. The 

data will be used by our group to further understand the marine 

carbon system of the far western Pacific and the potential role 

of this area as a sink for anthropogenic CO2. 

In addition to the discreet sampling for CO2, an underway pCO2 

system was run throughout the cruise to collect boundary layer 

atmospheric and ocean mixed layer concentrations. This system 

together with the ship's navigational and meteorological data 

will be used to calculate air-sea pCO2 differences for flux 

calculations. 

C.8.Radiocarbon 
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F. WHPO Summary 

Four figures were created by the WHPO for the benefit of the reader. 

Figure 3 shows station number versus the difference between the individual

oxygen water samples and their corresponding CTD value (OXYGEN-CTDOXY). 

Figure 4 shows the oxygen difference versus pressure. 

Figure 5 shows station number versus the difference between the individual

salinity water samples and their corresponding CTD value (SALNTY-CTDSAL). 

Figure 6 shows the salinity difference versus pressure. 

Several data files are associated with this report. They are the P10.sum, 

P10.hyd, P10.csl and *.wct files. The P10.sum file contains a summary of 

the location, time, type of parameters sampled, and other pertinent 

information regarding each hydrographic station. The P10.hyd file contains the 

bottle data. The *.wct files are the ctd data for each station. The *.wct 

files are zipped into one file called P10.wct.zip. The P10.csl file is a listing

of ctd and calculated values at standard levels. 

The following is a description of how the standard levels and 

calculated values were derived for the P10.csl file: 

Salinity, Temperature and Pressure: These three values were smoothed from 

the individual CTD files over the N uniformly increasing pressure levels. 

using the following binomial filter- 

t(j) = 0.25ti(j-1) + 0.5ti(j) + 0.25ti(j+1) j=2....N-1 

When a pressure level is represented in the *.csl file that is not 

contained within the ctd values, the value was linearly interpolated 

to the desired level after applying the binomial filtering. 

Sigma-theta(SIG-TH:KG/M3), Sigma-2 (SIG-2: KG/M3), and Sigma-4(SIG-4: 

KG/M3): These values are calculated using the practical salinity scale 

(PSS-78) and the international equation of state for seawater (EOS-80) 

as described in the Unesco publication 44 at reference pressures of the 

surface for SIG-TH; 2000 dbars for Sigma-2; and 4000 dbars for Sigma-4. 

Gradient Potential Temperature (GRD-PT: C/DB 10-3) is calculated as the 

least squares slope between two levels, where the standard level is the 

center of the interval. The interval being the smallest of the two 

differences between the standard level and the two closest values. 

The slope is first determined using CTD temperature and then the 

adiabatic lapse rate is subtracted to obtain the gradient potential 

temperature. Equations and Fortran routines are described in Unesco 

publication 44. 

Gradient Salinity (GRD-S: 1/DB 10-3) is calculated as the least squares 

slope between two levels, where the standard level is the center of the 

standard level and the two closes values. Equations and Fortran 

routines are described in Unesco publication 44. 

Potential Vorticity (POT-V: 1/ms 10-11) is calculated as the vertical 

component ignoring contributions due to relative vorticity, i.e. 

pv=fN2/g, where f is the coriolius parameter, N is the buoyancy 

frequency (data expressed as radius/sec), and g is the local 

acceleration of gravity. 

Buoyancy Frequency (B-V: cph) is calculated using the adiabatic 

leveling method, Fofonoff (1985) and Millard, Owens and Fofonoff 

(1990). Equations and Fortran routines are described in Unesco 

publication 44. 

Potential Energy (PE: J/M2: 10-5) and Dynamic Height (DYN-HT: M) are 

calculated by integrating from 0 to the level of interest. Equations and 

Fortran routines are described in Unesco publication 44. 

Neutral Density (GAMMA-N: KG/M3) is calculated with the program GAMMA-N 

(Jackett and McDougall) version 1.3 Nov. 94. 

G. Data Quality Evaulation 

Comments on DQ evaluation of WOCE P10 CTD data (Micho Aoyama)

General:

The data quality of WOCE P10 CTD data (EXPOCODE: 3250TN026/1) and the CTD

salinity and oxygen found in *.sea file are examined. 

The individual 2 dbar profiles were observed in temperature, salinity and

oxygen by comparing the profiles obtained in the same basin. The 94 profiles

of P10 CTD data were divided into four groups as follows;

Station number corresponding basin name

from 1 to 20 

from 20 to 39 East Caroline Basin

from 39 to 60 East Mariana Basin

from 60 to 94 North Pacific Basin

The CTD salinity and oxygen calibrations are examined using the water sample

data file p10.mka. DQE used the water sample data flagged "2" only for the

DQE work.

CTD profiles :

The temperature and salinity profiles generally look good.

DQE observed decrease of oxygen concentration near the bottom of the sea in

the most of the *.wct files. These decreases observed at the deepest 10 -

30 dbar and ranged from 1 umol/kg to 4 umol/kg. Since DQE thinks that these

decreases is originated the decrease of lowering rate of CTD and an a lowring

rate artifact, they should be flagged "3".

Evaluation of CTD calibrations to water samples

Salinity calibration;

The onboard calibration for salinity looks good in general. Standard deviation

of Ds, Ds = CTD salinity in *.sea file - bottle salinity, is 0.00553 pss

for all data and 0.00123 pss for deeper than 2000 dbar, respectively. 

The histogram of Ds for all depths shows a symmetric distribution.

Since the larger difference are shallower layers, larger Ds disappeared in

the histogram of Ds for deeper than 2000 dbar. DQE, however, 

observed the non-symmetric distribution of Ds in deep salinity fit. DQE

thinks that this non-symmetric distribution depends on a small bias on the

bottle salinity measurements among the first 58 stations (see the DQE

comments on Hydrographic data). 

Oxygen calibration;

The histogram of Dox, Dox = CTD oxygen in dot sea file - bottle oxygen, for

all depths shows a symmetric distribution. Standard deviation of Dox is 4.38

micromol/kg for all depths. 

The histogram of Dox for deeper than 2000 dbar becomes beautiful and standard

deviation of Dox is 0.96 micrmol/kg. These confirms the good oxygen

calibration work.

DQE observed no significant station dependency of Dox. Though, pressure

dependency of Dox is observed (see the DQE comments on Hydrographic data).

Comments on DQ evaluation of WOCE P10 Hydrographic data (Michio Aoyama)

The data quality of the hydrographic data of the WOCE P10 cruise (EXPOCODE:

3250TN026/1) are examined.The data files for this DQE work was P10.sum and

P10.mka ( this P10.mka file is created for DQE, then it has a new column of

quality 2 word) provided by WHPO.

General;

The station spacing ranged from 5 to 40 nautical miles and the sampling layer

spacing was kept ca. 250 dbar in the deeper layers during this P10 cruise.

The ctd lowerings were made to within 10 meters to the sea bottom except 

several stations. Since the data originators have done a pretty reliable work

in evaluating their data, hydrographic data flagged "2-good" has a pretty

good quality. Then this DQE work was enjoyable and fun for me. This high

density and high quality data will improve our knowledge on the western North

Pacific following the update of Pacific Ocean deep water data set.

Although, I would like to complain of the flagging to salinity data in

hydrographic data file.

DQE used the data flagged "2" by data originator for this DQE work.

DQE examined 6 profiles and 5 property vs. property plots as listed below;

salinity, oxygen, silicate, nitrate,nitrite and phosphate profiles

theta vs. salinity plot

theta vs. oxygen plot

salinity vs. oxygen plot

nitrate vs. phosphate plot

salinity vs. silicate plot

Salinity;

DS, DS=CTD salinity - bottle salinity in dot sea file, vs. station #. for the

deeper layer (theta below 1.5 deg C) show relatively larger variability of

salinity difference among the stations up to 58. DS ranged from -0.005 to

0.003 at the first 58 stations. Then DS ranged from -0.003 to 0.002 psu.

This distribution is easy to understand with the saying on the problem of

salinity measurements in the cruise report. Cruise report stated the

accuracy is 0.005 psu for the first 55 stations, this might be first 58

stations, and 0.002 psu for the subsequent stations. DQE, however, think 

that this statement should be for "precision", not for "accuracy". 

A bias was shown of ca. -0.001 in DS distribution among the first 58

stations. DQE thinks that observed bias may have originated from the bias

during the bottle salinity measurement. The overlay plot of theta vs. bottle

salinity, theta vs. CTD salinity in upcast and theta vs. CTD salinity in

upcast for stations 53 and 54 are shown for example. Unreasonable

values for some of the bottle salinity are observed.

DQE thinks that these questionable bottle salinity data could not

be flagged out by PI because of the problem on the salinity measurements

among the first 58 stations. Then, DQE suggests that some of the bottle

salinity data having larger DS should be flagged "3". The overlay plot of

theta vs. salinity ( bottle, CTDup and CTD down) will help flagging to them.

DQE thinks that the edit criteria might be around 0.003 pss (0.002 x 1.414)

because both CTD salinity and bottle salinity would be able to have accepted

accuracy of 0.002 psu. The edit criteria stated in the cruise report for deep

waters does not meet the WHP one-time survey standards for water samples and

it for CTD measurements. The used criteria was 0.005 psu from 1000 dbar to

7000 dbar and it is wider than 0.003 psu induced as mentioned above.

Oxygen;

Bottle oxygen profile looks good. Salinity vs. oxygen and theta vs. oxygen

plots also looks reasonable. DQE thinks that the flags of the bottle oxygen

data are reliable.

The used edit criteria for CTD oxygen and bottle oxygen was 0.05 ml/l ( ca.

2.2 micromol/kg) for 1000 dbar to 7000 dbar (C.3.2). DQE examined Dox, Dox=CTD

oxygen - bottle Oxygen, vs. pressure. In the depth from 1000 dbar to 7000

dbar, Dox ranged within the edit criteria except a few data at the

oxygen minimum layers. In the deeper and low gradient layers, Dox ranged +/-

1.5 micromol/kg and this corresponds 1% of the oxygen concentration there. Then

DQE agrees with this edit criteria.

DQE observes "weak pressure dependency" of Dox. Although the range

of dependency is ca. 1 micromol/kg, if PI of CTDO could correct this tendency,

the quality of CTD oxygen data will be improved.

Nutrients;

Since nutrient PI has done a pretty reliable work in evaluating their data,

the profiles of silicate, nitrate, nitrite and phosphate looks pretty well.

Nitrate vs. phosphate plot and silicate vs. salinity plot also look pretty

reasonable. 

